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Neuro-symbolic Integration Systems

Natural vs. Artificial Systems

the match between natural systems and artificial ones is increasingly
getting more and more articulated, even intricate

on the one hand, we understand more and more the computational
aspects of natural systems—e.g., biological ones
on the other hand, we keep getting inspiration from natural systems for
our computational models—e.g., nature-inspired computing (NIC)

multi-, inter-, trans-disciplinary studies are nowadays increasingly
common among computer scientists and engineers

even though most of them cannot tell the difference among the three
sorts

Omicini, Agiollo (UniBo) Trustworthiness in NeSy FedCSIS 2023, 19/9/2023 3 / 57



Neuro-symbolic Integration Systems

Neuro-symbolic Integration Systems as Nature-Inspired

neuro-symbolic integration systems (NeSy) integrate neural
(subsymbolic) and symbolic AI approaches

blending the subsymbolic perspective of ML and DL agents with
symbolic AI solutions focusing on high-level symbolic (human-readable)
representations of problems, logic, and search

given that
neurons in our brain clearly provide inspiration for neural components
and inspiration of symbolic techniques can be traced back at least to
Aristotle’s logic[De Rijk, 2002]—studying how humans reason, understand
the world, and plan their course of action

⇒ NeSy are easy to deem as nature-inspired systems
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Neuro-symbolic Integration Systems

Humans as NeSy I

Rationality vs. intuition

two sorts of cognitive processes
esprit de finesse vs. esprit de
géométrie—rationality has
limits[Pascal, 1669]

cognitivism against behaviourism in
psychology[Skinner, 1985]

concepts and distinctions not born in the CS / AI fields
yet, they roughly match the two main families of AI techniques

symbolic vs. sub-/non-symbolic

⇒ humans as NeSy
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Neuro-symbolic Integration Systems

Humans Share Knowledge

it is not brain size (or whatever like that) that separates humans from
other intelligent animals like primates

instead, it is mostly our will to share knowledge [Dean et al., 2012]

in general, knowledge sharing is a peculiar trait of humanity
it is how we do understand each other
it is how we learn
it is the foundation of human society
where human culture is a cumulative one

e.g. human science is a shared social construct
scientific artefacts are required to be understandable for the community
so as to enable reproducibility and refutability in the scientific
process[Popper, 2002]
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Neuro-symbolic Integration Systems

Human Systems as NeSy

We never think alone
we are hyper-social animals: “We never think alone”
[Sloman and Fernbach, 2018]

reasoning evolved after our ability to interact socially
along with language, as a symbolic artefact [Nardi, 1996, Clark, 1996]

We never read alone
as we share knowledge through representational artefact

books, the Web, . . .
and work within shared knowledge-intensive environments

where both knowledge and cognition processes are distributed among
humans and artefacts[Kirsh, 1999]
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Neuro-symbolic Integration Systems

Interaction in Intelligent Systems

symbolic approaches are particularly relevant within intelligent systems
in the shared representation of interaction between intelligent
components

e.g., explanation as a rational act for human and explaining
agents[Omicini, 2020]

for instance, symbolic approaches are critical when dealing with
systems features such as

explainability
understandability
accountability
trustworthiness

so, when focussing on NeSy, we better put some extra care on the
interaction aspect of symbolic/subsymbolic integration
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Public Eye on AI Systems

Human Rights & AI Systems

socio-political pressure for human rights guaranteed by artificial
systems

e.g., EU via GDPR[Voigt and von dem Bussche, 2017] recognises “the citizens’
right to explanation” [Goodman and Flaxman, 2017]

as obvious, this mostly stem from the foreseeable impact of AI
systems on current / future European citizen’s life
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Public Eye on AI Systems

Trustworthiness of AI Systems I

in its AI strategy, European Commission defines the guidelines to
promote trustworthy AI[High-Level Expert Group on Artificial Intelligence, 2019]

AI should be lawful, respectful, robust

following 7 key requirements that AI systems should meet in order to
be deemed trustworthy
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Public Eye on AI Systems

Trustworthiness of AI Systems II

Problem
how do we know we did it?
how can intelligent systems engineers ensure that their systems
actually comply with the trustworthiness requirements?

is it just a matter of following the guidelines?

? are the guidelines precise / detailed / complete enough to actually
drive the whole engineering process, leading to the desired outcome?

! of course they are not—they are not meant to be
yet, this is not the (whole) point here
so, we have a lot to discuss here

Omicini, Agiollo (UniBo) Trustworthiness in NeSy FedCSIS 2023, 19/9/2023 11 / 57



Public Eye on AI Systems

UN 2030 Agenda for Sustainable Development

on September 2015, the UN General Assembly adopted the 2030
Agenda for Sustainable Development, addressing 17 Sustainable
Development Goals (SDGs) by “an urgent call for action by all
countries”https://sdgs.un.org/goals

? is it working?

At the global level, . . . not a single SDG is currently projected to
be met by 2030[Sachs et al., 2023]

! definitely not.
? and the problem is?

Omicini, Agiollo (UniBo) Trustworthiness in NeSy FedCSIS 2023, 19/9/2023 12 / 57

https://sdgs.un.org/goals


Public Eye on AI Systems

The Problem of Measuring Things

goals come without a comprehensive approach allowing for
quantitative evaluation
when only qualitative definitions of goals are provided, the assessment
(of the levels) of achievement – the measure of success – is simply not
possible
goals, guidelines, targets, features—without suitable quantitative
evaluation frameworks and measuring tools, they are likely to be
ineffective
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Public Eye on AI Systems

Measure as Symbolic?

as scientists, we may tend towards a notion of measure that is mostly
a symbolic one
yet, this is not strictly necessary
e.g., our brain keeps measuring time at any scale using a wide range of
different neural circuits
so – disclaimer – that is not the point here
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Motivation & Contribution

Key Questions Here

how can we ensure that our NeSy will match EU requirements for
trustworthy AI?
are the guidelines defined by EU enough for that?
is the general notions of AI and intelligent system (implicitly) adopted
there enough when NeSy are concerned?
do they have enough focus on the critical issues of NeSy?
are we equipped with the ability of measuring the compliance of any
specific NeSy to the key criteria for trustworthiness?
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Motivation & Contribution

Our Motivation Here

definition of trustworthiness requirements are not enough without
metrics
to some extent, EU trustworthiness requirements seems to focus more
on data-driven solutions

at their best, on rule-based systems
in any case, NeSy have specific features and issues

so that NeSy require more detailed notions of trustworthiness and
related metrics to be deemed as trustworthy,
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Motivation & Contribution

Contribution

we start discussing how AI trustworthiness requirements should
translate when applied to NeSy realm
we analyse some available metrics for each novel NeSy trustworthiness
requirement
we suggest novel metrics to measure specific NeSy elements
in particular, we focus on some specific NeSy sorts, based on

symbolic knowledge injection (SKI)
symbolic knowledge extraction (SKE)
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From Trustworthy AI to Trustworthy NeSy

EU Definition of AI Trustworthiness

In its AI strategy[High-Level Expert Group on Artificial Intelligence, 2019] EU defines 7 key
criteria for trustworthiness

1 human agency and oversight → control over AI’s actions
2 robustness and safety → reliable/predictable actions
3 privacy and data governance → data access, quality, integrity
4 transparency → what is AI doing/thinking?
5 diversity, non-discrimination, and fairness → non-biased actions
6 environmental and societal well-being → focus on future generations
7 accountability → actions responsibility
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From Trustworthy AI to Trustworthy NeSy

Human Agency and Oversight I

AI version

Need for oversight mechanisms enabling the informed interaction between AI
agent(s) and human(s) w�
Questions to answer

which are interaction mechanism exists? and, which are the key ones?

how much can human user interact with or affect AI?

what is overall extent of the interaction mechanisms?

. . .
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From Trustworthy AI to Trustworthy NeSy

Human Agency and Oversight II

NeSy perspective
Symbolic components can play a key role in the interaction between human
and system

human-in-the-loop (HITL), human-on-the-loop (HOTL),
human-in-command (HIC), . . .

and some of them are typically already in place when NeSy are concernedw�
NeSy version

Need for assessing how much symbolic components already in place as well as sym-
bolic/subsymbolic interaction improve informed human-AI interaction and over-
sight
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From Trustworthy AI to Trustworthy NeSy

Human Agency and Oversight III

New questions to answer

are there NeSy components impacting human oversight and control?

is oversight extension and quality improved or worsened by them?

. . .
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From Trustworthy AI to Trustworthy NeSy

Robustness and Safety I

AI version

Need for accuracy, reliability, predictability, resilience, and security of AIw�
Questions to answer

is the system robust against perturbation?

how does AI behave for out-of-distribution samples?

are system prediction reliable and safe?

is the agent secure against malevolent usage?

. . .
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From Trustworthy AI to Trustworthy NeSy

Robustness and Safety II

NeSy perspective
Symbolic components generally verifiable and stable, yet subsymbolic ones
(still) lack strong mathematical modelling of their behaviour

symbolic components could help harnessing subsymbolic elements
subsymbolic components produce imperfect and not-so-reliable
symbolic knowledge w�

NeSy version

Need to assess the impact of symbolic (verifiable) and subsymbolic (not verifiable)
interaction on system stability
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From Trustworthy AI to Trustworthy NeSy

Robustness and Safety III

New questions to answer

does NeSy improve system stability at all?

symbolic verifiable elements correctly integrated in NeSy?

what happens if the symbolic component is somehow altered/corrupted?

is the system stable over symbolic representation variation?

. . .

Omicini, Agiollo (UniBo) Trustworthiness in NeSy FedCSIS 2023, 19/9/2023 24 / 57



From Trustworthy AI to Trustworthy NeSy

Privacy and Data Governance I

AI version

Need for ensuring legitimate access to data, taking into account data quality and
integrity w�
Questions to answer

should used data be publicly available or private?

who can access the data? Model leaking data information?

is data collection process reliable?

are there any missing information or misleading/bugged data?

. . .
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From Trustworthy AI to Trustworthy NeSy

Privacy and Data Governance II

NeSy perspective
symbolic component relies on knowledge-bases, ontologies, etc.
one should ensure such components are qualitatively sound
possible issues in knowledge-bases impact NeSy performance
negatively and are difficult to spot during integrationw�

NeSy version

Need for ensuring the quality of both data and symbolic knowledge of a NeSy
system, along with its proper accessibility
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From Trustworthy AI to Trustworthy NeSy

Privacy and Data Governance III

New questions to answer

compatibility/overlap between data and symbolic knowledge?

bugs or conflicting information in the symbolic knowledge used?

is the human-centred building process of symbolic knowledge impacting on
its quality/reliability?

does NeSy leak information about its symbolic component?

. . .
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From Trustworthy AI to Trustworthy NeSy

Transparency I

AI version

Need for providing human users with explanations of the AI decision processw�
Questions to answer

are explanations for the AI decision process available in some form?

how much are explanations understandable?

what is the level of fidelity between AI and its explanations?

. . .
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From Trustworthy AI to Trustworthy NeSy

Transparency II

NeSy perspective
symbolic component makes most NeSy systems more transparent
solutions by design.
complexity of explanation extraction process is reduced, explanations
understandability is increased due to symbolic component somehow
understandable by humans w�

NeSy version

Need for assessing the gain in terms of transparency obtained by a NeSy system
with respect to its pure subsymbolic components/counterparts

Omicini, Agiollo (UniBo) Trustworthiness in NeSy FedCSIS 2023, 19/9/2023 29 / 57



From Trustworthy AI to Trustworthy NeSy

Transparency III

New questions to answer

what is the quality of system’s explanations before and after symbolic and
subsymbolic integration?

is the gain measurable, and how?

how does explanation change with NeSy?

are automatically-measurable quantities enough for explanations?

. . .
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From Trustworthy AI to Trustworthy NeSy

Fairness I

AI version

Need for avoiding unfair bias while enabling everyone’s access to AIw�
Questions to answer

is the outcome for the AI’s decision making process equal for everyone?

what are the groups affected by bias in predictions?

what are the features affecting agent’s bias?

. . .
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From Trustworthy AI to Trustworthy NeSy

Fairness II

NeSy perspective
biases of subsymbolic models and NeSy counterparts differ in their
root causes
bias can rise in NeSy as consequence of

any unexpected behaviour of their subsymbolic components
interaction of their symbolic and subsymbolic elements

bias/fairness of symbolic components is verifiable and provable, its
interaction with subsymbolic is notw�

NeSy version

Need for measuring biased/discriminative behaviour of NeSy rooted in interaction
between symbolic and subsymbolic components
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From Trustworthy AI to Trustworthy NeSy

Fairness III

New questions to answer

does NeSy integration increases or decreases bias?

is bias increment/decrement due to symbolic/subsymbolic component or
their interaction?

is it possible to measure only the impact of symbolic and subsymbolic
integration upon fairness?

. . .
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From Trustworthy AI to Trustworthy NeSy

Resource Efficiency I

AI version

Need for sustainability of AI and transition to their environmentally-friendly devel-
opment w�
Questions to answer

how much energy is required by the system to be optimised?

is the AI system scalable?

what is the amount of data – along with collection complexity – required
by the AI?

. . .

Omicini, Agiollo (UniBo) Trustworthiness in NeSy FedCSIS 2023, 19/9/2023 34 / 57



From Trustworthy AI to Trustworthy NeSy

Resource Efficiency II

NeSy perspective
in optimal NeSy interaction, symbolic component lifts part of learning
burden from subsymbolic elements, reducing resources required for
optimisation
overcomplicated NeSy interaction incurs in resource waste given by
translation/interface overhead

w�
NeSy version

Need for assessing the gain/loss in terms of sustainability of NeSy systems with
respect to their pure subsymbolic components
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From Trustworthy AI to Trustworthy NeSy

Resource Efficiency III

New questions to answer

how much energy/time/memory can NeSy integration save/waste w.r.t.
pure subsymbolic AI agents?

is the complex interaction between symbolic and subsymbolic components
introducing resource overhead?

can NeSy systems learn using less data?
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From Trustworthy AI to Trustworthy NeSy

Accountability I

AI version

Need for ensuring responsibility and accountability for behaviour and outcomes of
AI systems w�
Questions to answer

is it possible to justify AI behaviour?

is the AI informative enough for human users?

who is to blame when an AI system fails?

. . .

Omicini, Agiollo (UniBo) Trustworthiness in NeSy FedCSIS 2023, 19/9/2023 37 / 57



From Trustworthy AI to Trustworthy NeSy

Accountability II

NeSy perspective
accountability tightly linked with transparency
symbolic component makes most NeSy more accountable by design
explanations simpler to extract with increased
understandability—transparency effect of symbolic component in NeSyw�

NeSy version

Need for assessing gain in answerability obtained by NeSy with respect to subsym-
bolic components/counterparts
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From Trustworthy AI to Trustworthy NeSy

Accountability III

New questions to answer

are general AI accountability criteria straightforwardly applicable to NeSy?

how does NeSy interaction affect extracted explanations?

are obtained explanations robust against input variability?

. . .
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NeSy Metrics for Trustworthiness

On the Need for Metrics

most requirements easy to understand conceptually
yet, requirements are not binary

broad spectrum of transparency level → grey-box models
weak vs. strong bias
oversight on whole model or single “tweakable” component
. . .

whether or how much a requirement is satisfied is difficult to determine

Trustworthiness metrics
Definition of trustworthiness metrics rather than requirements makes it
possible to

measure system properties
analyse grey areas
define satisfiability thresholds
simply compare different solutions
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NeSy Metrics for Trustworthiness

Background: SKI and SKE

Symbolic Knowledge Injection (SKI)
NeSy characterised by explicit procedures affecting how subsymbolic
components draw inference for them to be (made) consistent with symbolic
knowledge

Symbolic Knowledge Extraction (SKE)
NeSy accepting subsymbolic predictors as input and producing symbolic
knowledge as output, distilling knowledge that a subsymbolic predictor
grasped from data into symbolic form
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NeSy Metrics for Trustworthiness

Human Agency and Oversight

Available metrics
measuring how explanations guide people
to respond/predict AI behaviour
[de Graaf and Malle, 2017]

subjectively rating system predictability,
likability, and the like, based on user
feedback[Huang and Mutlu, 2012]

focus on general AI, assuming they can
transfer to NeSy

Missing metrics
assessment of human influence/control on
AI system

amount of injected knowledge effectively
absorbed by NeSy (SKI) model

portion of symbolic knowledge extracted in
SKE

amount of knowledge extracted, refined
and injected back in NeSy (SKE+SKI)
being correctly assimilated
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NeSy Metrics for Trustworthiness

Robustness and Safety

Available metrics
performance in out-of-distribution

[Li et al., 2022, Liu et al., 2023]

prediction coherence and consistency
[Nye et al., 2021]

subsymbolic verification via NeSy
[Xie et al., 2022]

robustness input perturbations
[Yang and Chaudhuri, 2022]

robustness against adversarial attacks
[Vilamala et al., 2023]

qualitative vs. quantitative

Missing metrics
assessment of preservation of stability and
verifiability of symbolic components in
NeSy

portion of symbolic elements correctly
integrated in SKI

stability of SKI when injected knowledge is
altered (imperfect automation process)

stability of NeSy over symbolic
representation variability
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NeSy Metrics for Trustworthiness

Data & Knowledge Quality

Available metrics
class overlap[Denil and Trappenberg, 2010]

boundary complexity[Lorena et al., 2019]

label noise[Northcutt et al., 2021]

class imbalance[Lu et al., 2020]

missing value analysis[Corrales et al., 2018]

data component only

Missing metrics
level of compatibility/overlap between data
and symbolic knowledge in SKI

measure of incomplete knowledge bases

measure of bugged knowledge bases
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NeSy Metrics for Trustworthiness

Transparency

Available metrics
explanations attributes[Hoffman et al., 2018]

metrics for simplicity, broadness, and
fidelity of explanations
[Nguyen and Martínez, 2020]

causability scale[Holzinger et al., 2020]

unambiguity and interactivity in SKE
[Lakkaraju et al., 2017]

Missing metrics
gain in transparency: before vs. after NeSy

measure of human-oriented specifications

measure complexity of explanations
extraction process in SKE
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NeSy Metrics for Trustworthiness

Fairness

Available metrics
observational vs. causal fairness

[Calegari et al., 2023]

independence vs. separation vs. sufficiency
metrics

fairness through SKI[Gao et al., 2022]

fairness through SKE and continual
learning[Wagner and d’Avila Garcez, 2021]

Missing metrics
differential of observational fairness
between SKI/SKE and ML/DL
counterpart

measure fairness over set of symbolic
knowledge bases (representing fairness
goals)

measure fairness over set of subsymbolic
components
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NeSy Metrics for Trustworthiness

Resource Efficiency

Available metrics
qualitative data efficiency of NeSy

[Mao et al., 2019, Zhang et al., 2021, Škrlj et al., 2021]

SKI resource efficiency improvements
[Agiollo et al., 2023]

energy
latency
time
data

Missing metrics
carbon footprint measurement

SKE measures, subsymbolic vs. symbolic
emulation resource usage:

energy
latency
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NeSy Metrics for Trustworthiness

Accountability

Available metrics
transparency metrics

Missing metrics
mix of transparency metrics and
robustness metrics

explainability over set of perturbations
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NeSy Metrics for Trustworthiness

Metrics – Summing Up

Findings
1 several metrics already available for AI systems
2 not so many metrics specifically tailored to NeSy
3 several metrics available for easily-measurable requirements

resource efficiency
robustness
data quality

4 very few metrics available for not-so-easily-measurable requirements
transparency
human oversight
accountability
. . .
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So What?
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So What?

Overall

Summing up
trustworthiness EU requirements are a new pillar for AI
yet they mostly focus on data-driven approaches

at best, on rule-based AI

they are not straightforwardly applicable to NeSy
trustworthiness measurability is required

Future work
rigorous definition of NeSy trustworthy metrics
implementation and analysis of NeSy trustworthy metrics
comparison between NeSy systems in the trustworthiness perspective
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Epilogue

Next in Line. . .

1 Neuro-symbolic Integration Systems

2 Public Eye on AI Systems

3 Motivation & Contribution

4 From Trustworthy AI to Trustworthy NeSy

5 NeSy Metrics for Trustworthiness

6 So What?

7 Epilogue

Omicini, Agiollo (UniBo) Trustworthiness in NeSy FedCSIS 2023, 19/9/2023 50 / 57



Epilogue

Intelligent Socio-Technical Systems

in the realm of intelligent systems, nowadays, humans are legitimate
components in the same way as software and physical agents
where both human and software agents accounts for activity,
knowledge, intelligence, goals, learning, . . .

as legitimate components of intelligent socio-technical systems
so that now the general fundamental question becomes

? how are we going to shape the interaction between heterogeneous
intelligent components within intelligent socio-technical systems?

?? e.g., is (generative) NLP the answer?
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Epilogue

Are We Focussing on the Real Problem?

we crave trustworthiness, understandability, accountability, . . .
we try and find them in AI, as if can we already had them before AI

? do actually humans trust, understand, . . . , each others?
so, are we preserving features of human interaction that could be
changed and harmed by AI, or, are we just looking for surrogates?
when most or all of human processes are going to rely on intelligent
socio-technical systems, this is not going to be an idle question to
answer
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Epilogue

Explanation?

I worked as a professor and a researcher all of my adult life
I am supposed to know exactly what an explanation is
it turned out I did not.
when I started working on XAI, I suddenly became aware of that
and, I had to work on that—I still have ot work on that
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Epilogue

Explanation as Representation & Transformation

contribution from math teaching [D’Amore, 2005]

being math the most difficult subject to explain & teach
a semiotic representation is required whenever the object of an
explanation is inaccessible to perception

noetics — conceptual acquisition of an object
semiotics — acquisition of a representation built out of signs

explaining a concept via different semiotic representations
transformation of treatment — changing representation within the

same register of semiotics
transformation of conversion — changing register of semiotics for the

representation
explanation as

first, generation of semiotic representation
then, transformation of semiotic register
finally, sharing of the transformed representation

! explainers share their cognitive process with explainees as explanation
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Epilogue

Measuring Humans

So, finally
once artificial intelligent agents become effective components of
processes within human organisation, our flawed understanding and
imprecise definitions of the essential properties of human behaviour
become a liability
pervasiveness of AI is finally a chance to force us to precisely define
what we mean when we talk about understanding each other , trusting
each other , . . .
and, to measure how much we do that
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